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(57) ABSTRACT

The invention relates to a structure of a multi-storey com-
puter center building, which is suitable for accommodating
a multiplicity of racks, each of which has storage space for
computer hardware. The building has a first cooling circuit
in order to dissipate heat generated by the computer hard-
ware and the first cooling circuit is designed to supply at
least some of the racks with a coolant. The first cooling
circuit is also designed to remove the heated coolant from at
least some of the racks. And, the racks have heat exchanger
devices, which are suitable for transferring the generated
heat to the coolant.

52 Claims, 2 Drawing Sheets
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1
BUILDING FOR A COMPUTER CENTRE
WITH DEVICES FOR EFFICIENT COOLING

PRIORITY

Priority is claimed as a national stage application, under
35 US.C. §371, to PCT/EP2009/004704, filed Jun. 30,
2009, which claims priority to German application
102008030308.9, filed Jun. 30, 2008. The disclosures of the
aforementioned priority applications are incorporated herein
by reference in their entirety.

The present invention relates to a data centre building
structure, which is adapted to house a multiplicity of racks
being designed to provide storage space for computer hard-
ware. The data centre building is equipped with cooling
means in order to provide dissipation of heat being gener-
ated by the computer hardware.

BACKGROUND AND PRIOR ART

In the prior art, there exist various data building structures
for housing a multiplicity of racks, each of which compris-
ing storage space for computer hardware. For instance, a
conventional data centre building according to the prior art
is sketched in FIG. 1. It comprises a false floor for a
computer infrastructure, which is typically housed in 19"
rack enclosures. The cooling is accomplished by cold air,
which is pumped into the false floors having holes at the
appropriate locations in front of the racks. In this way cold
air is supplied at the air intakes of the computer racks.

Referring to FIG. 1, the floor 106 carries the false floor,
assembled from vertical steel bars 107, carrying the floor
tiles 104, 105, which in turn carry the computer infrastruc-
ture, for instance 19" racks 102. These racks 102 typically
host 19" rack mounted computer infrastructure 101, which is
horizontally mounted and acquires air at the front-side of the
rack and produces warm air at the back side. In order to cool
the computers, the false floor tiles have appropriate air holes
104, such that cold air 110 can be ingested into the racks 102.

In the prior art also an encapsulated cold air aisle 103 is
provided in order to avoid, that hot air 109 short circuits the
flow of cold air. By means of such an encapsulation, the
provided cold air 110, 111 may only leave the aisle 103 via
the computers’ air intake and correspondingly there is no
other way for the heated air to enter this space.

This design is somehow disadvantageous, because the
single racks 102 have to be designed as closed racks.
Further, the air flow through respective racks 102 has to be
surveyed and controlled in order to avoid pumping unnec-
essary amounts of cold air from the cold aisle. There exist
various concepts, providing a regulation of the air flow into
the cold isle 103, such that the fans providing the air flow
108 operate at the lowest possible power. The hot air 109
generated at the back of the rack 102 is fed back to not
explicitly illustrated heat exchangers being located some-
where else in the data centre building. The heated air is
either cooled down again or fresh air is used in order to
provide a stream of cold air 108.

This architecture has various disadvantages. First of all,
the comparably small heat capacity of air requires rather
high temperature differences between the cold air and the
heated air. Further, a high air flow rate with corresponding
large losses due to air pumping is also required. Reasonable
limits of the air flow rate and the air temperature limit the
overall size of the data centre building. Further, an air
cooling system typically requires 40% of cooling overheat.
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Moreover, the false floor architecture is quite expensive and
wastes volume inside the building.

Document WO 02/052107 A2 further discloses a data
centre building comprising a ground floor and spaced lower
and upper mezzanine floors between the ground floor and a
roof. Each of the mezzanine floors has an open decking for
allowing the passage of ambient air, whereby a forced
circulation of ambient air is suggested in order to maintain
the data centre at acceptable operating temperatures. Even
though this described building avoids the use of false or
raised flooring by making use of industrial or warehouse
space with mezzanine floor constructions, the heat dissipa-
tion mechanism is still not optimal, because a vast amount
of cooling air has to be forced through the entire building
structure, which is difficult to control and which is rather
inefficient.

Also here, the overall building size is limited, because for
an efficient cooling, the entire inner volume of the building
has to be sufficiently supplied with ambient air flow. Further,
this architecture does not support multiple floors with large
heating sources like computing racks, because the air tem-
perature would rise more and more towards the upper floors.
The referred prior art only supports one floor with rather low
power density, for instance implementing network equip-
ment and one floor with computer infrastructure.

SCOPE

This invention is to provide a data centre and/or a data
centre building structure comprising more efficient and
universal cooling mechanisms for computer hardware racks,
thus, avoiding the necessity of guiding the cooling air across
all racks. Further, the invention aims at optimising energy
requirements and costs plus at arranging the computer racks
more densely in order to minimize the required length of the
network cables and to improve the system’s communication
capabilities. Compared to usual solutions, this invention is to
provide a structure of a data centre building comprising
larger, scalable storage capacities and an increased storage
volume.

DESCRIPTION

Pursuant to a first aspect, the present invention describes
the structure of a data centre and/or data centre building
comprising at least a first and second floor and/or a first
and/or second storey and which is suitable for housing a
large number of racks each of which providing space for
computer hardware.

The storeys and/or floors are designed as a high rack
warehouse. Therefore, they and/or the entire data centre
building do not necessarily have a floor; design and structure
may be floor-free. The usage of this high rack warehouse is
particularly space-saving since it is possible to do without
floors and, in particular, without double floors. Based on this
method, the costs for a data centre building designed accord-
ing to the invention may be reduced since high rack ware-
houses are cheaper than normal data centre building struc-
tures.

Additionally, the data centre building comprises a first
cooling circuit to discharge the heat generated by the com-
puter hardware. This first cooling circuit is designed to
provide some of the racks with a coolant, and the first
cooling circuit is designed to remove the coolant heated by
the computer hardware of at least some racks.

The invention is particularly characterized in that the
aforementioned racks, which are connected with the first
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cooling circuit, comprise heat exchangers capable of trans-
ferring the entire heat generated by the computer hardware
to the coolant. According to the invention, the heat exchang-
ers’ dimensions ensure they are capable of removing the
entire heat volume generated by the computer hardware.
Therewith, it is ensured that no hot air is released to the data
centre. The air fed to the racks and the air coming from the
racks have the same or even a lower temperature so that it
is possible to entirely avoid external, cross-rack air flows.
Therefore, it is prevented that the room temperature
increases in vertical direction.

In particular, the heat exchangers may be oversized so that
the heat exchangers themselves contribute to cooling the
data centre.

Therefore, the present invention is based on a complete
rack-specific cooling system within the high rack warehouse
and a transport mechanism in order to avoid the problem of
how to provide and control a flow of cooling air through the
entire building. Instead, the first cooling circuit requires little
installation room only. Some or even all computer hardware
racks are individually connected to the first cooling circuit,
which provides an efficient instrument for removing and
discharging the heat from the computer hardware.

Coupling each rack to be cooled to the cooling circuit
individually with the cooling circuit in connection with the
rack-specific heat exchangers suitable to remove the entire
heat generated by the computer hardware provides the
additional advantage that it is possible to control and moni-
tor the cooling power and heat exchange individually and
separately for each individual rack within the structure of the
data centre. Cooling the hot air exclusively within the rack
makes it possible to install any rack package densities
without requiring air flow.

Based on this individual and separate cooling infrastruc-
ture it is possible to arrange the racks within a high rack
warehouse/multi-storey structure since the entire environ-
mental temperature of the building can be maintained in a
well defined, and rather low temperature range. Beyond that,
the cooling system proposed allows using a so-called open
rack architecture ensuring the racks do not need to be
hermetically sealed anymore.

According to a first preferred embodiment of the inven-
tion, the first cooling circuit comprises a piping system to
remove the coolant. Usage of a liquid coolant such as water
and other suitable cooling fluids, particularly with larger
thermal capacities than air, is advantageous due to numerous
reasons. At first, the total heat quantity that may be trans-
ferred and transported is, compared to gaseous coolants,
larger. Secondly, it is possible to control and monitor the
flow and the transmission of the coolant more easily, com-
pared to a turbulent and laminar flow of a gaseous coolant.

Beyond that, it is recommended that the coolant is con-
veyed within the cooling circuit, which may contain water or
any other liquid having a comparably high thermal capacity,
with a pressure lower than atmospheric pressure. Based on
this, it is guaranteed that not every leakage in the piping
system causes immediately loss of coolant escaping from the
piping system. Instead, the environmental air would enter
into the piping system and, based on this, prevent that
sensitive and expensive computer hardware would be dam-
aged by this coolant.

The storeys and/or floors of the high rack warehouse do,
according to another preferred embodiment, not have a false
floor. Based on this, installation space is saved and package
density of the computer hardware may be increased.

Further, it is possible to reduce the difference in tempera-
ture between the coolant supply and the computer hardware
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rack which is to be cooled to a minimum using an efficient
insulation means within the piping system, whereby it is
simultaneously possible to remove the heated coolant from
the building or feed it to a heat or cooling reservoir without
heating the building itself unintentionally.

The heat exchanging means being arranged inside or in
direct vicinity of a computer hardware rack are adapted to
transfer the entire heat generated inside the rack to the
coolant. Therefore, the heat exchanging means of each rack
to be cooled provide a heat coupling between the provided
coolant and the inner volume of the rack.

By means of the liquid coolant supplying piping, the
entire building structure can be designed in a universal and
flexible way. Hence, in contrast to prior art solutions, various
floors of the building do no longer have to be permeable for
ambient air flow. Also, there is no longer a need to provide
encapsulated cold airs aisles and additionally, it is no longer
required to control a difficult-to-handle global flow of cool-
ing air inside a data centre building.

According to a further preferred embodiment, the data
centre building structure comprises at least a first and a
second storey, which is supported by a steel support struc-
ture. Additionally, three or even more storeys arranged on
top of each other are conceivable and are in the scope of the
present invention. In particular, the steel support structure
may be designed as a high rack warehouse, wherein the steel
support structure directly serves as a support for the com-
puter hardware racks. Therefore, floors segments or floor
tiles to be arranged between the various computer racks and
the steel support structure are no longer required.

According to a further preferred embodiment, the racks
are directly arranged on double-T beams of the steel support
structure. Further, mesh grids or comparable support struc-
tures can be arranged in the clearance of adjacently located
racks. Here, the mesh grids may serve as a kind of floor
segment. Due to their mesh-like design, they allow penetra-
tion of a directed air flow. Additionally, depending on the
mesh size, those mesh grids can also be optimized with
respect to weight.

According to a further preferred embodiment, at least
some of the racks comprising a heat exchanging unit are
adapted to transfer heat between the coolant, which is
provided by the piping, and a gaseous heat exchanging
medium. Here, it is intended, that the gaseous heat exchang-
ing medium is in thermal contact with the computer hard-
ware components disposed inside the rack. The heated
gaseous heat exchanging medium is further in thermal
contact with the heat exchanging unit and serves to transfer
the accumulated heat to the liquid coolant inside the piping.

In this way, the flow of a gaseous cooling medium can be
reduced to a confined space, in particular inside the respec-
tive rack. Hence, the heat exchanging means in combination
with the liquid coolant are adapted to provide a very
effective means to prevent any hot air flow outside the racks.
Hot air cannot escape from the inside of the rack to the
outside.

Furthermore, the heat exchanging means may directly
receive the hot air generated by the computer hardware
inside the rack and may transform this hot air back down to
a desired room temperature by simply conveying the heat to
the coolant conveying piping. In this way, any routing of hot
air inside the data centre building can be avoided.

Also, the distance over which hot or heated air travels can
be reduced to a minimum. It is only required to transport the
heated air inside the rack, in particular from the computer
hardware to the heat exchanging means. In this way, any
difficult-to-control turbulent air flow can be prevented.
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Instead, the invention comes along with a smooth and
laminar air flow, which is basically constricted inside the
rack.

Even though, a heat exchange between a liquid coolant
and a gaseous heat exchanging medium is an easy and
straight forward approach on how to provide efficient and
effective cooling, it is also in the scope of the present
invention, that the heat exchanging medium used inside the
rack is also liquid instead of gaseous. Hence, each rack may
comprise heat exchanging means having appropriate flanges
in order to couple the rack-internal cooling architecture to
the first cooling circuit, which is adapted to interconnect
various racks among each other and to convey the generated
heat to an external reservoir.

Another advantage of the rack-based heat exchanging
means is, that the racks themselves do not have to be kept
closed and that the air flow into and out of the racks does no
longer have to be controlled. As a further benefit, inside the
data centre building, there are no additional air conditioners
required, as the cooling function may be completely taken
over by the heat exchanging units inside the racks.

In particular, since the heat exchanging means comprise a
rather large surface, a relatively low and laminar stream of
air can be obtained inside the particular rack, thus allowing
to reduce the speed of optional fans and to minimize a
corresponding fan power consumption of the cooling.

According to a further preferred embodiment, at least
some of the racks comprise at least one cooling fan. Pref-
erably, any of those racks having heat exchanging mean
comprise at least one fan, which is either directly coupled to
the heat exchanging means or which is disposed in close
vicinity to the heat exchanging means in order to provide a
sufficient cold air circulation inside the particular rack.

According to another embodiment of the invention, those
heat exchanging means comprising at least one fan and a
heat exchanger, are pair-wise and adjacently arranged. In
this way, the invention provides a redundancy in case, that
one of a pair of heat exchanging means may become subject
to malfunction. In such a case, the heat exchanging means of
an adjacently located rack may take over the function of that
heat exchanging means, which is subject to failure. Further,
the fan speed of the intact heat exchanging means can be
individually increased in order to compensate for the system
failure of the neighbouring heat exchanger or its fan.

Therefore, it is of advance, that at least some of the racks
comprise control means for individually regulating the heat
exchanging means. In this way, the entire system a may
adaptively, locally react on local system failures and may
automatically initiate respective provisions in order to com-
pensate the failure.

According to another embodiment, the control means
further comprise leak detectors for the piping and/or the
smoke detectors, whereby said detectors are coupled to an
emergency system, which is adapted to selectively switch off
the hardware and/or the relevant branch of the cooling unit.

The emergency system may be designed and arranged in
any of said racks individually and separated from an emer-
gency system of neighbouring or adjacent racks. Smoke and
leakage detectors may be installed separately and indepen-
dently from each other in order to individually switch off
burning or stewing computer hardware and to be able to
maintain all other operations of the data centre. Alterna-
tively, it may also be imaginable to use a combination of
individual detectors and/or to use a multi-functional detec-
tor.

According to a further embodiment, the racks further
comprise power scheduling means, that are adapted to keep
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an overall rush-in electric current below a predefined thresh-
old. This embodiment is adapted to prevent, that the entire
data centre draws an amount of energy which cannot be
provided by an external power supply. Therefore, the power
scheduling means are adapted to regulate, that each rack or
a pair of racks draws power from an electric current- or
voltage supply according to a given time sheet.

For instance, a first rack may power-up after a given
time-delay compared to any other rack of the data centre. In
this way, peak-power consumption of the entire data centre
building can be kept below a predefined threshold, thus
ensuring, that the external power supply does not brake
down. The power scheduling means may either be imple-
mented as a specific algorithm assigning a predefined indi-
vidual, hence different, time-delay to any of the racks of the
data centre building.

Alternatively, it is also conceivable, that a power switch-
on of the various racks is controlled by means of a central-
ised architecture. However, also an interconnected emer-
gency system is in the scope of the present invention,
whereby a multiplicity of leak- and/or smoke detectors are
electrically coupled to a central emergency system, which
may automatically initiate respective provisions in order to
counteract a system failure.

According to another preferred embodiment, the data
centre further comprises a second cooling circuit comprising
the same principal structure than the first cooling circuit.
However, first and second cooling circuits are alternately
arranged in each storey of the data centre building. In
particular, if the racks in each storey are disposed in a row-
or column-wise arrangement, every second column or row
of racks, for instance even numbered rows of racks are
typically coupled to the first cooling circuit whereas odd
numbered columns or rows are coupled to the second
cooling circuit. In this way, even in case that the first or
second cooling circuit may become subject to a malfunction,
the remaining intact cooling circuit may overtake the entire
cooling of all racks of the relevant storey.

The compact architecture of the preferred embodiment
allows to operate the data center at relatively high ambient
temperatures, therefore also rising the temperature of the
coolant liquid. Higher temperatures of coolant liquid allow
more efficient cooling. In case the coolant temperature
approaching 30° C., the heat accumulated from the computer
hardware may be used in order to heat other parts of a
building, in particular in wintertime without a necessity to
make use of heat pumps.

According to another aspect, the first and/or second
cooling circuit are directly coupled to heating means of a
separate building or building unit being located in close
vicinity of the data centre building structure. By making use
of a heated coolant temperature of around 30° C., surround-
ing buildings or building units can be directly heated by
means of the heated coolant without the necessity of making
use of additional devices, such as e.g. heat pumps. In
particular, the cooling circuit can be directly coupled to
radiators or comparable heating means of a building or
building unit.

Furthermore, the first and/or second cooling circuit is
adapted to be coupled to an external heat reservoir. This heat
reservoir can be used as energy buffer, for instance storing
the heat accumulated from the computer hardware in winter
during the night in order to provide more building heating
power during the day. In summer the heat reservoir can be
used for storing heat energy during the day, allowing to cool
down at night with higher efficiency due to colder ambient
temperature.
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According to a further embodiment, the double-T beams
of the support structure, e.g. steel support structure may
further serve as a guiding and support structure for a lifting
device, being adapted transport and to lift entire racks of a
storey across the storey plane. In this way, configuration and
reconfiguration of the entire data centre building can be
facilitated without the necessity to provide any floor struc-
ture for transporting of the computer hardware racks.

In another and independent aspect, the invention refers to
a computer hardware rack which may be installed within a
high rack warehouse in the above mentioned data centre
building. The computer hardware rack contains storage
room for computer hardware and at least one heat exchanger
unit that can be connected to a cooling circuit conveying
cooling liquid. Beyond that, the computer hardware rack
comprises control systems that are designed to control the
heat exchangers of the rack individually and/or autono-
mously.

The heat exchanger is dimensioned in a way so that the
entire heat volume generated by the computer hardware is
removed so that the heat is not transferred to the environ-
ment of the rack.

In still another aspect, the invention provides a method for
cooling of a data centre building structure that comprises a
multiplicity of computer hardware racks, each of which
comprising storage space for computer hardware. The
method provides an approach to dissipate heat being gen-
erated by the computer hardware by the steps of conveying
a coolant to at least some of the racks by means of a first
cooling circuit and by transferring the heat to the coolant by
means of heat exchanging means and by finally conveying
the heated coolant away from the racks to a cooling system
by making use of heat exchanging means arranged at each
rack to be cooled. In this way an individual and separate
rack-wise cooling of a data centre building can be provided.
Also, the cooling can be adapted to the cooling requirements
of each rack individually.

Furthermore, the method of cooling the data centre build-
ing is characterised in that the heat exchanging means are
separately and/or autonomously regulated. This separate and
autonomous regulation of rack-specific heat exchanging- or
cooling means allows to implement a multi-storey building
structure with an increased packing or storage density which
provides a sufficient heat dissipation, which can even exceed
a volumetric heat dissipation rate of 2 kW per m>.

By means of making use of a cooling circuit being
adapted to convey a liquid coolant, the variety of the
building architecture can be enhanced, since the coolant can
be conveyed to any location inside the building structure,
where heat is generated by means due to computer hardware.

EMBODIMENT

In the following, preferred embodiments of the invention
will be described in detail by making reference to the
drawings in which:

FIG. 1 schematically illustrates a data centre building
according to the prior art and

FIG. 2 schematically illustrates a two-storey data centre
building structure according to the present invention.

In FIG. 2, two-storeys of the data centre building structure
are disclosed. The supporting structure of the computer
hardware 101 is designed as a high rack warehouse, which
comprises regularly arranged T-beams 203, preferably com-
prising steel. The horizontal distance of adjacent steel
T-beams is adapted to the size and geometry of the racks 202
providing storage space for the computer hardware 101. The
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high rack warehouse has several floors 220, 222 in which the
computer hardware 101 is located in racks 202.

For instance, the distance of pairs of steel T-beams
corresponds to the horizontal elongation of the racks 202. In
this way, the racks 202 can be directly mounted onto the
steel T-beams. However, the distance between pairs of steel
T-beams may differ. In the illustration of FIG. 2, a clearance
204 between adjacently disposed racks 202 may differ to a
clearance 224. However, although not critically required, the
clearances 204, 224 are typically covered with mesh grid
elements, allowing for a penetration of cooling air in the
vertical direction.

In the illustrated embodiment of FIG. 2, any of the racks
202 comprises a separate heat exchanging unit 206, which is
equipped with a heat exchanger and with at least one fan 207
in order to facilitate the cooling air flow inside the rack 202.
The heat exchanging units 206 are all coupled to a piping
205 conveying a liquid coolant, e. g. water, to any of the
racks 202. Additionally, heat exchanging units 206 and
appropriate fans 207 of pair-wise adjacently disposed racks
202 within one row are designed to provide a redundancy in
case, that one of the heat exchanging units 206 or appro-
priate fans 207 becomes subject to malfunction.

In such cases, the heat exchanging unit 206 and the fans
207 of a neighbouring and adjacently arranged rack 202 may
take over the cooling function of the dropped out heat
exchanging unit.

The coolant supplied by means of a piping 205 is ben-
eficial in that the various racks 202 no longer have to be
designed as closed racks. Moreover, heat dissipation outside
the various racks 202 can be effectively reduced to a
minimum. Hence, it is no longer necessary to control a
global air stream inside the building structure. In this way
generation of hot spots which might be due to some turbu-
lent hot air flow outside the racks 202 can be effectively
eliminated.

Additionally, the airflow throughout the data centre build-
ing structure does no longer have to be actively controlled,
since the ambient temperature around the racks 202 is kept
on a relatively cold level compared to the temperature inside
25 the racks 202.

As shown in FIG. 2, the racks 202 are formed by a
plurality of sides including a top side and a back side. The
plurality of sides form the storage space housing the com-
puter hardware 101 in the storage space. As also shown in
FIG. 2, the heat exchanging units are mounted to the racks
202 spaced from and out of contact with the computer
hardware 101.

In order to implement failure tolerance on the cooling
infrastructure, the racks 202 can be operated in an even/odd
fashion, where every second rack is coupled to the same
piping, namely either the first or second cooling circuit. In
this way, two redundant cooling circuits can be maintained
providing a residual cooling capacity. The air pumping
capacity of the heat exchanger fans 207 is preferably over
dimensioned, which allows to compensate the loss of one
fan by running the other intact fans of the same or neigh-
bouring rack 202 at an appropriate higher speed.

In case of a failure, for instance due to a leak in the piping
205, a particular rack can be selectively decoupled from the
piping system 205. Such a decoupled rack 202 may be
cooled by using the adjacently disposed neighbouring racks
as a kind of substitute cooling means, which may be
operated at a higher fan speed. Even if an entire cooling
system fails, the second set of racks 202, being coupled to
the second cooling circuit, will take over the cooling of the
next neighbours equivalently by operating its fans at an



US 9,476,605 B2

9

appropriate higher or even at maximum speed. In this way,
the intact heat exchanging means and their cooling fans may
ingest the hot air from their respective neighbours. However,
if for instance the cooling capacity may not be sufficient any
longer, also the temperature of the coolant may be lowered,
thus immediately providing a higher cooling efficiency.

Since there is no requirement to guide any air throughout
the data centre building structure, the computer hardware
racks 202 can be mounted and disposed in any arbitrary
arrangement, in particular by making use of the third dimen-
sion. In the embodiment as illustrated in FIG. 2, the racks
202 are mounted side by side and they are typically arranged
in rows, facing front to front and back to back for optimal
usage of the available space.

Other embodiments are imaginable, whereby the racks are
arranged with front side to rear side so that the next row
absorbs the air directly from the heat exchangers of the
previous row. However, this scenario needs a bit more space
since the distances between the rows of the racks 202 must
not be smaller than the length of a rack drawer, e.g. a drawer
of 19 inch.

The coolant supply for each individual rack 202 is in
particularly beneficial, since it allows a multi-storey steel
structure for computer hardware racks. In contrast, with
conventional air-flow based cooling systems, an upper limit
of cooling capacity is rapidly reached, as soon as the data
centre building structure has more than 2 storeys. Moreover,
the purely air-flow based cooling becomes more and more
inefficient with an increasing building size, in particular
building with increasing building height.

As further sketched in FIG. 2, the clear height required
above the racks can be kept at a rather low limit, for instance,
at about 50 cm, leading to storey height of 2.5 m, when racks
of 2 m height are implemented. The steel support structure
203 not only carries the racks 202, but also low cost grid
floor elements 201, which are adapted to support mainte-
nance work in such a high rise rack storey architecture. As
a result, the entire building structure may comprise a steel
grid, which can be built at very low costs from standard
building blocks. Different row pitches and storey heights can
be accumulated and/or adopted if required, simply by mov-
ing the standard size T-beams 203. The open floor structure
201 may additionally support air 208 flow between the
various storeys.

The steel bars implement standard mounting for the
cooling water piping 205 and appropriate cable trays for the
cabling 209, 210. Below every rack row a standard longi-
tudinal cable tray 209 is mounted by direct attachment to the
TBars as sketched in FIG. 2. Transversal cable trays 210 are
inserted, implementing a cable tray grid with an adjustable
pitch. They are also attached to the T-bars like the trays 209.
The connection to the longitudinal cable trays 209 is pro-
vided by appropriate holes in the castellated T-beams.

Vertical cabling is easily afforded between the racks top
and/or bottom or by implementing vertical cable trays in
spare locations. This architecture makes the ceiling of story
n to the false floor of story n+1. The implementation of the
computer hardware in multiple storeys results in the shortest
average cabling distance for any given system, as this
parameter rises only with the third root of the systems’
volume. The rather open architecture allows the implemen-
tation of the shortest possible cable paths between any two
locations and therefore the shortest latencies between the
nodes.

The bottom part of the T-bars carrying the racks can be
used to support a moveable hook with an attached hoist 212,
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213, implementing a low-cost moveable crane, supporting
the installation of heavy equipment.

The air flow in the racks can be optimised, implementing
a low temperature difference between the hot spots inside the
computer and the ambient temperature. Assuming a state of
the art temperature difference of less than 20° C. between the
ambient air and the hot spots inside the rack 202, an air
temperature of 40° C. is conceivable, allowing the heat
exchangers to operate at 30° C. with a 10° C. temperature
difference for cooling the air.

Rising the ambient temperature in the data centre there-
fore rises the cooling water temperature, which directly
increases the cooling efficiency of the heated cooling water.
The low cost floor space in the data centre allows the usage
of larger enclosures, such as 3U 19" systems or blade
systems, using large fans and moving larger amounts of air
at lower speed. The fans 207 may assist this air flow,
supporting to reduce the fan speed inside the computers
further.

The fan speed in the heat exchanger is optimised accord-
ing to the needs of the specific equipment in the rack. On one
hand the consumed power is measured by detecting the
primary currents into the computer, defining the dissipated
heat. The measured ambient air temperature and the heat
exchanger’s temperature define the required air flow for
cooling and therefore the fan speed.

On the other hand the ambient temperature at the top and
rear side of the rack is measured. In case of insufficient air
flow through the heat exchanger, this temperature will
increase due to hot air leaving the rack. Therefore, the
performance of the cooling system is verified independently
in every rack.

In operation mode, all air leaving the computers of a rack
flows through the appropriate heat exchanger. Therefore, it
is possible to detect overheating inside the rack by detecting
smoke in the airflow. In case of such a failure, the primary
power to the computers in the rack can be cut after attempt-
ing an emergency shutdown of the machines in the rack.
Normal computers do not present a significant fire load and
therefore the disconnecting of the primary power will stop
critical rise or escalation of the problem. Having control
over the primary power in a rack allows to schedule the
power-on event, in order to limit the rush-in currents. In the
preferred embodiment of the invention the individual racks
negotiate a schedule for the powering-up of the computers.

An operating temperature of 30° C. allows the direct use
of the cooling water to heat nearby located office buildings,
provided they implement floor and wall heating. In summer,
the data centre’s heat can be used to cool buildings, using
convection coolers.

The energy of the cooling water can be stored at night in
a latent heat reservoir, where the office buildings require
much less heating. During the day the equivalent larger
amount of heat is available for heating, matching the con-
stant walk heat generation in the data centre with the duty
cycle of the office building.

Another utility of the latent heat store is used in summer
during peak temperatures. During this time not all heat may
be useable and may have to be conveyed away. Since the
cooling efficiency drops with increasing outside tempera-
ture, the heat reservoir is used here during the day to store
the heat and to dissipate the amount of heat during night
time, when the outside temperature is significantly lower.
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REFERENCE LIST OF REFERENCE NUMERAL

101 computer hardware
102 rack

103 cold aisle

104 open floor tyle

105 closed floor tyle

106 ground floor

107 false floor T-beam
108 cold air flow

110 air flow

111 air flow

112 false floor

201 grid floor

203 steel T-beam

204 clearance

205 piping system

206 heat exchanging unit
207 fan

208 air flow

209 longitudinal cable tray
210 lateral cable tray
212 crane

213 crane

220 storey n 222 storey n+l
224 clearance

The invention claimed is:

1. A multi-storey data centre comprising:

at least a first storey and a second storey above the first
storey,

a multiplicity of open computer hardware storage racks
that are not hermetically sealed, the open computer
hardware storage racks situated in both the first storey
and the second storey of the multi-storey data centre,
each rack of the multiplicity of open computer hard-
ware storage racks comprising:

a plurality of individual computer hardware each hori-
zontally rack mounted in a front side of the rack; and

a heat exchanging unit vertically mounted to a back
side of the rack; and

a first cooling circuit, interconnecting in parallel heat
exchanging units of at least some of the multiplicity of
open computer hardware storage racks, the first cooling
circuit configured to dissipate heat generated by first
computer hardware in the at least some of the multi-
plicity of open computer hardware storage racks, sup-
ply the heat exchanging units of the at least some of the
multiplicity of open computer hardware storage racks
with a coolant, and convey the coolant heated by the
first computer hardware away from the at least some of
the multiplicity of open computer hardware storage
racks,

wherein the multiplicity of open computer hardware stor-
age racks situated in both the first storey and the second
storey are arranged such that at least a first rack and a
second rack of the multiplicity of open computer hard-
ware storage racks are back to back with a first heat
exchanger unit of the first rack facing a second heat
exchanger unit of the second rack.

2. The data centre according to claim 1, wherein the
coolant is transported within the first cooling circuit with a
pressure lower than atmospheric pressure.

3. The data centre according to claim 2, wherein the first
cooling circuit is designed as a vacuum system.

4. The data centre according to claim 1, wherein at least
the first storey and the second storey do not have false floors.
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5. The data centre according to claim 1, wherein the
second storey is supported by a supporting structure.

6. The data centre according to claim 1, wherein the
multiplicity of open computer hardware storage racks are
directly arranged at double T-beams of a supporting struc-
ture and wherein grid floors are arranged within spacing
between adjacent racks in the multiplicity of open computer
hardware storage racks.

7. The data centre according to claim 6, wherein the
double T-beams are used as guiding and supporting structure
for a lifting device, and the supporting structure is a steel
beam structure.

8. The data centre according to claim 1, wherein the
multiplicity of open computer hardware storage racks are
situated in both the first storey and the second storey such
that the heat exchanging units of multiple pairs of adjacent
racks of the multiplicity of racks are facing each other.

9. The data centre according to claim 1, wherein the
multiplicity of open computer hardware storage racks is
provided with control systems to individually control the
heat exchanging units.

10. The data centre according to claim 9, wherein the
control systems comprise a leakage detector for a piping
system, wherein said leakage detector is coupled to an
emergency system configured to selectively switch off the
first computer hardware and/or the first cooling circuit, and
wherein the control systems are configured to switch off the
first computer hardware for each rack individually.

11. The data centre according to claim 9, wherein the
control systems comprise a smoke detector, wherein said
smoke detector is coupled to an emergency system config-
ured to selectively switch off the first computer hardware
and/or the first cooling circuit.

12. The data centre according to claim 1, wherein the
multiplicity of open computer hardware storage racks fur-
ther comprises a system for switching on electricity suitable
to maintain an electrical starting current below a predefined
limit.

13. The data centre according to claim 1, further com-
prising a second cooling circuit, the second cooling circuit
having a same structure as the first cooling circuit, wherein
the sections of piping systems of the first and second cooling
circuits are alternately arranged in each row of racks.

14. The data centre according to claim 1, wherein the first
cooling circuit is coupled to an external heat reservoir.

15. The data centre according to claim 1, wherein the first
cooling circuit is coupled directly with a heating system of
a separate building or building system, wherein the heating
system is configured to heat the building or building system.

16. The data centre according to claim 15, wherein the
heating system is configured to heat the building or building
system to 17° C. or higher.

17. The data centre according to claim 1, wherein each
rack includes only one heat exchanging unit.

18. The data centre according to claim 1, wherein the
racks are 19 inch racks.

19. The data centre according to claim 1 wherein the heat
exchanging units mounted to the racks are the only heat
removal system for removing, by a horizontal air flow, heat
generated by the plurality of computer hardware mounted in
the racks.

20. The data centre according to claim 1 wherein air enters
the racks from the front side of the racks.

21. The data centre according to claim 1 wherein the
plurality of individual computer hardware is arranged in a
vertical stack in each rack, and the heat exchanging unit of
each rack is located outside of the vertical stack.
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22. The data centre of claim 21, wherein:

the multiplicity of open computer hardware storage racks
are arranged in three dimensions in the data centre;

in each of the first storey and the second storey of the data
centre, respective groups of the multiplicity of racks are
arranged in rows and mounted side by side, facing front
to front and back to back.

23. The date centre of claim 1, wherein the data centre is

a high rack warehouse comprising at least a third storey, and
wherein at least some of the multiplicity of open computer
hardware storage racks are situated in the third storey.

24. The data centre of claim 1, wherein the heat exchang-
ing unit of each open computer hardware storage rack has
dimensions that ensure removal of substantially all of the
heat generated by the plurality of individual computer
hardware mounted in the rack.

25. The data centre of claim 24, wherein the data centre
does not include an air conditioner.

26. The data centre of claim 24, wherein:

a first air temperature in the first rack of the multiplicity
of open computer hardware storage racks, arising from
the heat generated by the plurality of individual com-
puter hardware mounted in the first rack, is up to 40
degrees Celsius; and

the first heat exchanger unit for the first rack operates at
an operating temperature that effectively absorbs essen-
tially all of the heat generated by the plurality of
individual computer hardware mounted in the first rack.

27. The data centre of claim 26, wherein a coolant
temperature of the coolant is approximately 30 degrees
Celsius.

28. The data centre of claim 1, wherein each heat
exchanging unit operates at approximately 30 degrees Cel-
sius.

29. The data centre of claim 1, wherein a coolant tem-
perature of the coolant approaches 30 degrees Celsius.

30. The data centre of claim 1, further comprising a
second cooling circuit, wherein the first cooling circuit
interconnects first heat exchanging units of a first number of
the multiplicity of racks, and the second cooling circuit
interconnects second heat exchanging units of a second
number of the multiplicity of racks.

31. The data centre of claim 30, wherein the first cooling
circuit and the second cooling circuit are alternately
arranged in the first storey and the second storey of the data
centre.

32. The data centre according to claim 1, wherein:

the multiplicity of racks in at least the first storey are
arranged in multiple rows of racks;

the first cooling circuit interconnects first heat exchanging
units of racks in even numbered rows of the multiple
rows of racks; and

the data centre further comprises a second cooling circuit
that interconnects second heat exchanging units of
racks in odd numbered rows of the multiple rows of
racks.

33. The data centre of claim 1, further comprising a

second cooling circuit, wherein:

the multiplicity of open computer hardware storage racks
are arranged in rows and columns in the data centre;

the first cooling circuit interconnects a first plurality of
heat exchanging units of even rows or even columns;
and

the second cooling circuit interconnects a second plurality
of heat exchanging units of odd rows or odd columns.
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34. The data centre of claim 33, wherein the first cooling
circuit and the second cooling circuit are alternately
arranged in the first storey and the second storey of the data
centre.

35. The data centre of claim 1, wherein:

the data centre is a high rack warehouse comprising at

least a third storey;

at least some of the multiplicity of open computer hard-

ware storage racks are situated in the third storey;

the data centre further comprises a second cooling circuit,

wherein the first cooling circuit interconnects first heat
exchanging units of a first number of the multiplicity of
racks, and the second cooling circuit interconnects
second heat exchanging units of a second number of the
multiplicity of racks;

the data centre includes a steel support structure; and

the multiplicity of racks are arranged in the first storey, the

second storey and the third storey so as to be directly
supported by the steel support structure of the data
centre.

36. The data centre of claim 35, wherein:

the steel support structure of the data centre comprises a

plurality of double-T beams; and

the multiplicity of racks are directly mounted onto cor-

responding ones of the plurality of double T-beams.

37. A method for cooling a high rack warchouse data
centre building structure comprising a multiplicity of open
computer hardware storage racks that are not hermetically
sealed, each rack comprising a plurality of individual heat
generating computer hardware, each individual heat gener-
ating computer hardware being horizontally rack mounted in
a front side of the rack, the method comprising:

conveying a coolant to at least some of the multiplicity of

open computer hardware storage racks by a first cool-
ing circuit;
transferring heat generated by first computer hardware in
the at least some of the multiplicity of open computer
hardware storage racks to the coolant with heat
exchanging units vertically mounted to back sides of
respective ones of the at least some of the multiplicity
of open computer hardware storage racks; and

conveying a heated coolant away from the at least some
of the multiplicity of open computer hardware storage
racks,

wherein:

the heat exchanging units of the at least some of the

multiplicity of open computer hardware storage racks
are interconnected in parallel to the first cooling circuit;
and

the multiplicity of open computer hardware storage racks

are arranged such that at least a first rack and a second
rack of the multiplicity of open computer hardware
storage racks are back to back with a first heat
exchanger unit of the first rack facing a second heat
exchanger unit of the second rack.

38. The method of claim 37, wherein:

the high rack warehouse data centre comprises a first

storey and a second storey above the first storey;

the multiplicity of open computer hardware storage racks

are arranged in three dimensions in the high rack
warehouse data centre; and

in each of the first storey and the second storey of the data

centre, respective groups of the multiplicity of racks are
arranged in rows and mounted side by side, facing front
to front and back to back.

39. The method of claim 38, wherein the high rack
warehouse data centre comprises at least a third storey, and
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wherein at least some of the multiplicity of open computer
hardware storage racks are situated in the third storey.

40. The method of claim 37, wherein the heat exchanging
units have dimensions that ensure removal of substantially
all of the heat generated by the first computer hardware
mounted in the at least some of the multiplicity of open
computer hardware storage racks.

41. The method claim 40, wherein the data centre does not
include an air conditioner.

42. The method of claim 37, wherein:

a first air temperature in the first rack of the multiplicity
of open computer hardware storage racks, arising from
the heat generated by the plurality of individual com-
puter hardware mounted in the first rack, is up to 40
degrees Celsius; and

the first heat exchanger unit for the first rack operates at
an operating temperature that effectively absorbs essen-
tially all of the heat generated by the plurality of
individual computer hardware mounted in the first rack.

43. The method claim 42, wherein a coolant temperature
of the coolant is approximately 30 degrees Celsius.

44. The method claim 37, wherein each heat exchanging
unit operates at approximately 30 degrees Celsius.

45. The method of claim 37, wherein a coolant tempera-
ture of the coolant approaches 30 degrees Celsius.

46. The method of claim 37, further comprising

conveying a second coolant to the at least some of the
multiplicity of open computer hardware storage racks
by a second cooling circuit,

wherein the first cooling circuit interconnects first heat
exchanging units of a first number of the multiplicity of
racks, and the second cooling circuit interconnects
second heat exchanging units of a second number of the
multiplicity of racks.

47. The method of claim 46, wherein

the high rack warehouse data centre comprises a first
storey and a second storey above the first storey; and

the first cooling circuit and the second cooling circuit are
alternately arranged in the first storey and the second
storey of the data centre.

48. The method of claim 37, wherein:

the high rack warehouse data centre comprises a first
storey and a second storey above the first storey;

the multiplicity of open computer hardware storage racks
in at least the first storey are arranged in multiple rows
of racks;
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the first cooling circuit interconnects first heat exchanging
units of racks in even numbered rows of the multiple
rows of racks; and

the data centre further comprises a second cooling circuit
that interconnects second heat exchanging units of
racks in odd numbered rows of the multiple rows of
racks.

49. The method of claim 37, further comprising:

conveying a second coolant to the at least some of the
multiplicity of open computer hardware storage racks
by a second cooling circuit,

wherein:

the multiplicity of open computer hardware storage racks
are arranged in rows and columns in the data centre;

the first cooling circuit interconnects a first plurality of
heat exchanging units of even rows or even columns;
and

the second cooling circuit interconnects a second plurality
of heat exchanging units of odd rows or odd columns.

50. The method of claim 49, wherein:

the high rack warehouse data centre comprises a first
storey and a second storey above the first storey; and

the first cooling circuit and the second cooling circuit are
alternately arranged in the first storey and the second
storey of the data centre.

51. The method of claim 37, wherein:

the high rack warehouse data centre comprises a first
storey, a second storey above the first storey, and a third
storey above the second storey;

at least some of the multiplicity of open computer hard-
ware storage racks are situated in the third storey;

the data centre further comprises a second cooling circuit,
wherein the first cooling circuit interconnects first heat
exchanging units of a first number of the multiplicity of
racks, and the second cooling circuit interconnects
second heat exchanging units of a second number of the
multiplicity of racks;

the data centre includes a steel support structure; and

the multiplicity of racks are arranged in the first storey, the
second storey and the third storey so as to be directly
supported by the steel support structure of the data
centre.

52. The method claim 51, wherein:

the steel support structure of the data centre comprises a
plurality of double-T beams; and

the multiplicity of racks are directly mounted onto cor-
responding ones of the plurality of double T-beams.
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